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【Outline】 
 I completed an internship at Data Science Research Laboratories of NEC Corporation at 
Kawasaki-shi, Kanagawa-ken, Japan. The theme of this internship was “Development for 
image processing technology by deep learning.” I researched the performance and 
approaches to enhance the performance of deep-learning “semi-supervised” method, 
which is in recently researched actively in the field of image-processing machine learning 
field. 

【Research】 
 Image classification is one of the most researched problems in machine learning. For 
example, classifying MNIST dataset (which has images of handwriting numbers from 0 to 
9) to 10 classes from 0 to 9 is very famous as a benchmark of image classification. However,
such classification problems have practical problems as follows: 

1. Training data should be labeled manually.
2. Correct answer rate of classification would decrease when training dataset is

biased (ex. the number of each number is very different)
To overcome these problems, many approaches have been developed. In this internship, I 
researched using a network called Domain Separation Network (DSN), which is one of the 
famous deep-learning networks for semi-supervised learning. 
 Semi-supervised learning is used for the problem to classify an unlabeled domain (target 
datasets) by the use of another labeled domain (source datasets). For example, the 
network that is optimized to classify the handwriting numbers of one person could not 
classify the handwriting numbers of another person. By introducing the information that 
“the labeled dataset comes from a different domain than the unlabeled dataset” and 
learning both datasets at the same time, the correct answer rate of classification for 
unlabeled dataset can extremely increase. This is very important theme for classification to 
apply social problems because producing labeled dataset automatically (ex. taking images 
of 3D CG models from various directions) would eliminate human labor. 
 In this internship, I applied DSN network to various datasets to evaluate its performance 
and improved its network to increase the success rate of classifications. This knowledge is 
important for not only image processing, the theme of this internship, but also the general 
classification problems and the researches of deep learning for classifications. 
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